توجه تمام آن چیزی است که شما احتیاج دارید

مقاله ای از گوگل (Transformer)

سبحان رنجبر

منظور از توجه در جمله بالا کلمه attention است که روشی است که گوگل در سال 2016 آن را معرفی کرد. پروسه بوجود امدن این روش هم یک شبه اتفاق نیفتاد پس از سال ها استفاده از LSTM گوگل دنبال روشی برای بهینه کردن LSTM بود که به روش LSTM attention رسید و پس از تحقیقات زیاد با تلفیق روش های قدیمی به Transformer ها رسید.
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